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Low-Power Encodings for Global Communication
in CMOS VLSI

Mircea R. StanMember, IEEE,and Wayne P. Burlesomjember, IEEE

_ Abstract—Technology trends and especially portable applica- blocks), off-chip (between different IC’s on a PCB) or at the
tions are adding a third dimension (power) to the previously systemlevel (as a back-plane bus connecting several boards
tWO'.d'mef”S'O“a' (ds_pe.ed'.are‘.'") k\]/.'-ﬁ' defs'gﬂ Spacgl\[ﬂsg]s' ’\A/L'g:ge together). The main motivation behind this work was the
portion of power dissipation in high performance . :
is due to the inherent difficulties in global communication at fact that buses have a relatively small number of electrical

high rates and we propose several approaches to address thenodes (the number of bus lines), but they can still consume a
problem. These techniques can be generalized at different levelsdisproportionately large amount of power because of the large
in the design process. Global communication typically involves capacitive loads.

driving large capacitive loads whlch_lnherently require S|gn|f_|cant 1) Example: The dynamic power dissipation is proportional
power. However, by carefully choosing the data representation, or ith th itive 1oad [401. A bus line is likelv to h
encoding, of these signals, the average and peak powerdissipationWI € capacitive loa _[ 1 us fin€ 1s ' ely fo have a
can be minimized. Redundancy can be added ispace(number of l0ad 2-3 orders of magnitude larger than an internal node [1],
bus lines),time (number of cycles) andvoltage(number of distinct hence one transition on a bus line will dissipate as much as
amplitude levels). The proposed codes can be used on a class 0f 00-1000 internal transitions.

terminated off-chip board-level buses with level signaling, or on

tristate on-chip buses with level or transition signaling.

Index Terms—Global communication in VLSI, low-power en- A. Random Data Bus Model

g?nﬂglr?éigsg-?ggﬁrCg((j)és.space encoding, time encoding, two- Buses can behave differently depending on the type of

information carried. The bus model considered here is a data
bus on which the activity can be characterized as a random
uniformly distributed sequence of values. Of course this is
HE low-power community has been generally concerngdst an approximation, since in general the data is not random
with averagepower consumption and ways to minimizeand the correlation can be exploited by lossless compression
it. Average power is directly related to battery life in castechniques [43]. Data compression can be an efficient method
of portable applications, as well as with costly package amo decrease power dissipation and, by removing the extra
heatsink requirements for high-end devices [24]. More recentigdundancy, the data can be more accurately approximated
the interest has also shifted to minimizing timstantaneous as a random sequence.
or peak, power dissipation. There are cases when the instantet) Example: Fig. 1 shows the effects of compression and
neous power can be much higher than the average power, andoding on the number of transitions generated when trans-
this leads to an undesired increase in simultaneous switchfieging several typical Unix files over an 8-bit bus. The effect
noise [14], metal electromigration problems [6], and localf low-power encoding alone (Bus-Invert is the encoding used
physical deformations due to nonuniform temperatures on there, see Section II-A) can be seen on the columns labeled
die. inv, the effect of compression alone on the columns labeled
This paper focuses on low-power techniques for globgk, and the combined effect of compression and encoding
communication in CMOS VLSI usindata encodingnethods. on the columns labeledzinv Depending on the data type,
Such encodings can decrease the power consumed for traxmapression can have a very high impact on switching activity
mitting information over heavily loaded communication pathsequired at the 1/0. Of course, compression/decompression is
(buses) by reducing the switching activity without affectinglesirable only for buses where the extra latency can be either
the 1/0 information entropy [17]. Some of the technigquewlerated or masked (e.g., main-memory or system buses) and
presented here are particularly effective in reducing the peiikhe overhead power is less than the savings on the bus
power consumption. which can be the case if all the operations can be done on-chip
Global communication is typically achieved witluseq8], without external memory accesses.
[7]. Such buses can ben-chip (between different functional The assumption of independent uniformly distributed inputs

_ _ _ _is also conveniently made by many statistical power estimation
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Fig. 1. Normalized number of transitions for typical Unix files and the effect of compression and encoding.
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P =0.5+32320.000125=3W

Fig. 2. Typical external /O power for different applications (a) microprocessors, (b) FPGA’s, and (c) TTL.

B. Level Signaling and Transition Signaling Transition signaling has a simple algorithmic description
Huhich corresponds to a straightforward implementation. De-
hysical layer. For an active-low bus with level signaling, goting by v(#) the symbol to be transmitted, the modulated
phy Y g g ymbol with transition signalingp(t), is obtained by the

logical “1” is represented by a LO voltage level and a logical’ . ) o .
“0" by a HI level, where the actual HI and LO voltage Ievelss'mple expressiond is the bitwise XOR of the symbol bits)

are determined by the technology used (e.g., TTL or ECL) and
by whether the bus uses a full or reduced swing signaling. In b(t) = v(t) & b(t - 1).
the case of an active-high bus, a logical “1” is represented by
a Hl voltage and a logical “0” by a LO voltagdransitions Demodulation is similarly simple
(from HI to LO or from LO to HI) determine the dynamic
power consumption [4] on a tri-state bus with level signaling. V' (t) = b(t) @ bt — 1).
Level signaling is applicable to both transaction oriented and
packet oriented buses.
As we will see in Section II-A, low-power encodings with

Many system buses use active-low level signaling for t

In a very different context, transition signaling was also

: . found convenient by the asynchronous design community
level I I -to-maoptext- : "
evel signaling need a complex one-to-m ; text dependent hen they adopted Signal Transition Graphs (STG) over state
correspondence between codewords and information symbals. I ) .
ddagrams for describing asynchronous behavior [13]. Transi-

An alternative is to use transition signaling for packet-orienteiIon signaling with capacitive coupling was also proposed for
buses. With transition signaling a logical 1 is represented by a

transition (from HI to LO or LO to HI) while a 0 is represented sl\c;llélpﬂg); t[k;] known-good die” problem for multi-chip modules
by the lack of such a transition. Transition signhaling wilf '

not reduce switching activity by itself but, as we show in

Section 1I-B, in this case low-power encoding can be done fa /O Versus Internal Power

a simpler one-to-oneontext-independenhanner. If we use  The amount of I/O and internal power depends on the
transition signaling and at the same time we reduce the numbeplication and type of data transmitted over the bus, as can
of 1's in the codewords we can directly reduce the switchirge seen in Fig. 2. The power dissipated for the 1/0 can be as
activity on the bus. low as 10% [9] and as high as 80% [20] of the total power.
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D. Previous Work on Low-Power Encodings K

There are many sources of noise in a digital circuit, includ- transmitter ﬁ; receiver
ing the switching of large currents. Consequently, noise and — T
dynamic power are both directly related to switching activity @)

at the 1/0, and the work by Park and Maeder [23] and Tabor
[38] for minimizing transient noise due to 1/O activity has
many similarities with our work. Park and Maeder propose .
encoding tri-state I/O buses with transition signaling and limit { | transmitter
the number of transitions in order to reduce switching noise. T
Tabor considers both tri-state and ECL terminated buses and e
proposes “starvation codes” and “ration codes” for minimizing (b)

switching transients. Even closer to the Bus-Invert method .. ... . I

presented in [33] is the patent on a similar technique |ssued :
K |
to Fletcher [10]. “ roceiver | |

recelver

!

transmitter

ooocoR

Even as some of the methods from [23], [38], [10] are
related to our work, the published results in [32]- [36] [31]

comprehensive methodology for low-power I/O at several ©
levels of abstraction is proposed, of a larger scale than alfig- 3. Parallel bus: (a)-bit wide unencoded, (bi-bit to IV-bit encoded,
and (c) signaling extra step.

of the isolated results previously published.

Encoding address buses for low power was studied by Su
et al. [37], Wuytacket al. [41] and Stan and Burleson [33].the correlated behavior of the most-significant bits in order to
Generally, an address bus tends to have a sequential behai@igkice switching activity.
and a Gray code is optimal in such a case. With only oneThe one-hot residue logic design proposed by Chren [5]
transition per cycle, ot /K (0.125 for an 8-bit bus) transitionsfor arithmetic circuits also tries to minimize power by the
per bus line, it represents a big improvement (45% for an 8-Wygy data is represented. Of great interest is the work on
bus) over the unencoded sequential case. information theoretic measures for low power by Marculescu

It turns out that for purely sequential behavior even th@t al- [16] which relates power consumption to information
Gray code is too complex. This can be seen by looking at tHeeory concepts like spatial and temporal correlations and
informationentropyof an address bus, which is zero for purelyedundancy.
sequential accesses. In other words there is no need to actually
send a new sequential address over the bus, since this address |l. ONE-DIMENSIONAL CODES FORLOW-POWER

can be locally generated. This is the principle behindst | this section we consider encoding the datsspaceby
transfers on a synchronous bus, where only the first addreggling redundancy in the form of extra bus lines. In order to
is actually transferred, while the next addresses in the buggt effective, the method requires that the power dissipated in
are locally generated. the encoder and decoder be small.
Finite-state machines (FSM) have been the “workhorse” of 1) Definition: A codeis a mappingC : U — V where
the logic synthesis community for a long time. Mustang, Novéhe elements o/ are represented usind bits, andU has
and Diet are just a few CAD tools that attempt to optimizeimension2’<, hence the elements &f are represented using
FSM's for area, performance and testability. It is natural t& bits, with N > K.
extend the research done for optimally encoding FSM’s to The encoding process, as shown in Fig. 3, is donpaiallel
yet another objective function: power. Hachétlal. [12] have in the spirit of the codes for computer systems discussed by
looked at reencoding a previously encoded FSM for low-poweujiwara and Pradhan [11] and Rao and Fujiwara [26].
without changing the number of bits in the encoding, while With low-power encodings it is possible to add redundancy
Olson and Kang [22], and Tseit al. [39] have looked at the in a controlled manner such that the correlation in time
more general problem of optimally encoding a state-machibetween successive data values reduces the switching activity.
for low power. In order to give an intuitive explanation for the effect of
Due to the range and resolution of data represented as @w-power encodings on switching activity, let us consider a
complement numbers in the data-path of a DSP processor, Zakit active-high bus with four possible symbols:
most significant bits on such a numerical bus are typically . . . . .
correlated, as opposed to the least significant bits which are U = {u0=00,ul =01,u2 = 11,u3 = 10}
essentially random, or uncorrelated. Melgiaal. [19], [18] The four codewords can be arranged as the vertices of a
have studied algorithmic and architectural level methodologisguare-graph as in Fig. 4(a). A transmitted sequence over the
for modeling such correlated behavior at a high level arzls will be equivalent to traversing a path in the square-graph
for accurately estimating power dissipation for DSP appland the number of transitions between two consecutive bus
cations. Chandrakasaet al. [3] have proposed the use oftransfers will be—0 with probability 1/4, 1 with probability
sign-magnitude representations which can take advantagelt#, and 2 with probability 1/4.
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utl -> 110 uo -> 111 p=1/2
u3-> 10 u2 -> 11 T

u0 -> 00 ul >0 u0 -> 000 utl -> 001
(@) (b)

Fig. 4. Codes represented by graphs: (a) four symbols minimally encoded
and (b) four symbols encoded with 3 bits.

Fig. 5. Markov chain for the Bus Invert method.

Bus-Invert is a context dependent one-to-many encoding
which uses level signaling. Two codewords exist for each
information symbol (1 bit of redundancy), from which the

codeword leading to the lowest activity factor is selected
during encoding. This idea could in principle be extended to

TABLE |
1-T0-2 ENCODING FOR Low AcTiviTY Bus

symbol | minimal | low-power more than 1 bit of redundancy (and a broader context, i.e.,
encoding | encoding more than two codewords for each information symbol) but the
u0 00 | 000 or 111 coding complexity would quickly become unmanageable. A
ul ol | 001or110 solution is to use Iim_ited-weight codes (I__WC) [32] which are
w0 1 o1t or 100 ong—to-one (context-independent) encodings, hence are simpler
to implement.
u3 10 010 or 101

B. Limited-Weight Codes

2) Example: The sequencez0, «2, ul, «0, 42, ul, w0 Limited-weight codegequire transition signaling in order
(transmitted as 00, 11, 01, 00, 11, 01, 00) will generate eigiotreduce the switching activity since with transition signaling
transitions by traversing the diagonal twice [see Fig. 4(a)]. only 1's generate transitions. Transition signaling is convenient

The number of transitions can be reduced with a one-tor low-power as it offers a direct way of controlling the bus
many (1-to-2) mapping ¥ = 3 code) as in Table I, by using activity factor simply by reducing the number of logical 1's
a 3-bit wide bus. The eight codewords can now be arrangednsmitted over the bus [32]. This generally works only with
as the vertices of a cube-graph as in Fig. 4(b). By propenbacket-oriented buses, but it should be noted that there is a
choosing at each step one of the two representations otlaar trend for modern buses to be packet-oriented [25].
symbol, it is possible to traverse the new graph without usingLimited-weight codes can be defined as having codewords
diagonals, thus generating at most one transition per cyclewith weighfuv(¢)] < M (weighfv(¢)] denotes the Hamming

3) Example: The same sequence:0, u2,ul,u0,u2,41, weight, or total number of 1's in(¢)). For an M-limited-

10, will generate only six transitions by using the followingwveight codel < M < K, the smallerd is, the lower the

encoding: 000, 100, 110, 111, 011, 001, 00O. resulting bus switching activity will be (the worst-case number
of transitions per cycle i87). The two extremes for the value
A. Bus-Invert Encoding of M are as follows:

A coding scheme for low-power I/O that extends the previ- * M = K and the encoding is actually nonredundant with
ous intuitive example to length& > 2 is the Bus-Invert code ~ P(0) = p(1) = 1/2 and
[10], [33]. The idea is to use one extra bus line, caileeert ~ * M = 1 (1-limited weight code) ang(1) ~ 1/N and
The method computes théamming distancg?] between the p(0) = (N —1)/N.
presentencodedbus value and the next data value. If the Because the source entropy [2] must remain unchanged (we
distance is>TK then the transmitteinvertsthe next value and want to transmit the same amount of information) it follows
signals the inversion wittnvert = 1. If the distance isg% that in order to have a sufficient number of codewords, the
the next value is left un-inverted amavert = 0. The value of following inequality must be satisfied [32]:
invert must be transmitted over the bus in order to recover the N N N N i

. . . . K
correct information at the receiver, hence the method increases <0 ) + <1 ) + <2 ) ot <M> >2%. (1)
the number of bus lines frokk to N = K + 1.

The Bus-Invert method generates a code that has the prblgre, the left-hand side represents the total number of pos-
erty that themaximumnumber of transitions per time slot isSible codewords with weight A, and the right-hand side
reduced fromK to 17& and thus the peak power dissipatioriepresents the number of words for the unencoded source.
for the 1/O is reduced by half. From the coding theory point 1) Definitions:
of view, the Bus-Invert code is a time-dependent Markovian ¢« A perfectM-LWC satisfies (1) with equality (usedl the
code. Since the encoding process haamory the Bus-Invert patterns of lengthV with weight < M as codewords);
method can also be considered/d, & + 1,1) convolutional « asemiperfecti/-LWC consists of all possible codewords
code [15]. A Markov chain of the Bus-Invert encoding process with weight < M — 1 and only some with weight A1,
is shown in Fig. 5. and satisfies (1) as a strict inequality.
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TABLE 1l
M VERSUS N FOR GIVEN K
Master Slave 1
. . Vierm
information bits (K) 2 4 4 8 8 8 8 16
maximum nr. of s (M) |1 1 2 1 2 3 4 8 Ra’ﬂ@sﬁﬂ,’,‘;'e”ace
codeword length (N) 3 15 5 255 23 11 9 17 Sln'_] TT SOut TT L]
Data(8:0}
Ctrl, En
TABLE Il g;;"l—'gMaster [
2-LWC AnD 1-LWC FOR A 16-SrMBOL SOURCE Vret
Gnd, GndA
vdd, VddA
symbol | minimally | 2-IWC 1-LWC n
encoded
0 0000 00000 | 000000000000000

Fig. 6. Typical modern terminated bus (Rambus).

-

0001 00001 | 000000000000001

Fig. 6) the main constraint is to code the data at Itiggcal
level without affecting thehysicalspecification. The Rambus
has 8+ 1 data bhits, the ninth bit's use being left to the system
designer. We can take advantage of this ninth bit and use it

1000 01000 | 000000010000000

2 0010 | 00010} 000000000000010 A type of modern parallel terminated buses with only pull-
® 0011 | 00011 | 000000000000100 up resistors dissipates power only when transmitting logical
4 0100 | 00100 | 000000000001000 1’s. In such a case limited-weight codes can be directly used
5 0101 | 00101 | 000000000010000 for reducing the number of 1's in order to reduce power,
6 0110 | 00110 | 000000000100000 without the need for transition signaling [34].

7 0111 11000 | 000000001000000 1) Example: For a standard bus like the Rambus (see
8

9

1001 01001 | 000000100000000

[y
o

1010 01010 | 000001000000000

u 1011 | 10100 | 000010000000000 as theinvert line. The derived code will have codewords of
12 1100 | 01100 | 000100000000000 length 9. With 9 bits, there ar2” = 512 possible patterns out
13 1101 | 10010 | 001000000000000 of which only 28 = 256 are needed. It can be observed that

-
S

1110 10001 | 010000000000000

9 9 9 9 9 5
1111 10000 | 100000000000000 = = 25
(o) () +()+ () (3) ===

) o . . It follows that a perfect 4-limited weight code that uses all
Perfect and semiperfect limited weight codes are optimal pit patterns with at most four 1's is optimal. The data can

the sense that any other code with the same lengaNNOt o gither decoded at the receiver and stored unencoded as
have better statistical properties for low power. 8-bit values, or can be stored in encoded form in a 9-bit
The '”eq“?"'ty_ 1) shows that there is a clear tradeqffije Rambus DRAM (RDRAM). Storing the encoded data

between the limiting weighd/ and the length of the cod¥: 55 the advantage of using only off-the-shelf RDRAM's, with
the smallerM gets (and thus power dissipation is decreasedyy,ifications needed only on the Rambus ASIC (RASIC) side.
the larger/V (and thus the extra required redundancy) muglecase the resulting codewords have at most four 1's, the
be. In general the number of necessary extra code bits grQyyS st case power dissipation on the data lines is decreased by
exponentl_ally_ and th_e _method becomes impractical when Vef¥os (from 168 to 84 mW). The decrease in average power
small switching activities are needed, as can be seen {fiqiaion depends on the statistics of the bus transfers and is
Table II. generally smaller. If the data is random uniformly distributed

Two different points of view are possible in order to desigf,q ayerage 110 power dissipation is reduced by approximately
good LW codes for a giverd as follows: 18% (from 84 to 68 mW).

« with a given level of redundancy%’ — K, build a code
that has a minimum\/ and .
» with a desiredM, build a code with the smallest extraD' The LWC-ECC Duality
redundancy. There is an unexpected formal relationship between
2) Example: A 2-LWC and a 1-LWC withK = 4 are Lir_nited—Weight codes and general error-cor.retcting codes.
shown in Table Il It_ is unexpegted becayse LWC'’s do not exhibit any of the
nice algebraic properties of ECC’s and because they were
formulated in a completely different setting. The fundamental
observation that links LWC’s to ECC'’s is the following: the
Until now we have only considered tri-state buses orodewordf a Limited Weight code when viewed as patterns
which the power dissipated is mainly dynamic (charging araf 1's and O’'s are the same as theor patternscorrected
discharging of bus line capacitances) and the codes mbgta standard block ECC. Generally, an ECQiesignedto
minimize the switching activity (number of transitions). correct up tom errors, which means that it will correct all

[y
wm

C. Encoding Terminated Buses for Low Power
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TABLE IV
CoRrRRESPONDENCEBETWEEN ECC’s AND LWC's
ECC wC
syndrome unencoded symbol
coset leader LW codeword
syndrome length n — k unencoded length K
codeword length n codeword length ¥
information bits & | extra redundancy N — K Ks Data
perfect ECC perfect LWC
semi-perfect ECC semi-perfect LWC
repetition code F-LWC " Time
Hamming ECC 1-LWC
(@)
patterns with at most: 1's. This is “dual” to the definition Space

of a M-LWC which containscodewords with at most/ 1's.

1) Example: A (15, 11) Hamming ECC has liiformation
bits and fourparity bits [2]. Any two of the 2! codewords
are at a Hamming distance3 and thus the (15, 11) Hamming
ECC can correct any single bit in error. An error pattern is
represented by a 15-bit word which has a “1” in the position
of the erroneous bit. If(¢) is the transmitted codeword’(t) Ks Data
the received codeword aregt) the error pattern, the effect of
the error on the codeword can be written as:

V() = v(t) ® e(t).

Time
It is clear that there are exactly 15 1-bit error patterns and Kt
together with the all-zero word they are the same patterns as (0)
the words of a 1-limited weight code (1-hot encoding witlfig. 7. A packet of data: (a) with redundancy in space and (b) with
“no-hot” encoding for “0"). redundancy in time.
Decodingan ECC requires finding the error pattern and,
since the error pattern is similar to a LW codeword, this is the |||. Two-DIMENSIONAL ENCODINGS FORLOW POWER

same asencodi.nga LWC. It mugt be noted though that the The codes proposed in Section Il use redundancspice
ezlr(t:ilsglg:jigzgg]gaﬁg Efiscg;j:l?t Isbinf/:/aer:npé%béer;e(e;g(gﬁ]pt f rgélmber of bus lines) for reducing the bus transition activity.
EWC encoding s,hows that LWC éeneration is also intrinsi(?all he problem with such encodings is that the required number
hard in general Xf extra bus lines increases exponentially as the transition ac-
The Hamminé bound [2] for an ECC gives a relatioriVity is reduced, and this can make the techniques impractical.
between the length, number of check bité and the number n alternative is to keep the number of bus lines constant and
' inject redundancy inime by using extra transfer cycles. The

of correctable bitsn . i )
same assumptions as in Section Il are made here about the
<”> + <”> + <”> 4o g <” ) <or=k_  (2) randomness of the data bus and the use of transition signaling.
0 1 2 my Time encoding requires that the data be transmitted in
The bound simply expresses the fact that the total numhgackets, which is typical for global buses where there is an
of syndromes(2"~—*) must be greater than the number ofidvantage in transmitting bursts of data for improved through-
correctable error patterns because the syndromes mustpbe [25]. Fig. 7(a) shows a data-packet with redundancy in
unique for all errors (coset leaders). space, while 7(b) shows the same packet with redundancy
The inequality (1) for LWC'’s is very similar to (2), with oneadded in time. With the transmitted data arranged iAo
difference: the sign of the innequality. For a LWC and the dualord packets, where each word is initially;-bits wide, the
ECC, the (1) inequality has one more term than (2), which #&me coding techniques that in Section Il used redundancy
true when both inequalities amgrict. In the case of perfect in space can now be applied in time. Limited-weight codes
codes, when (1) and (2) are both equations, the numbervdgth redundancy in time and transition signaling can use extra
terms is the same. transfer cycles for encoding thi§, bits that are successively
The various analogies between LW and EC codes dransmitted over each bus line in order to minimize the number
summarized in Table IV. Further work is needed in order tof 1's and hence the number of transitions.
use this theoretical result for the practical generation of novell) Example: For K; = 4 a low-powertime encoding will
LW codes. first count the number of 1's that are to be transmitted over
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---- e e : TABLE VI
ru— J_l_ : Do ‘ FOUR-WORD PACKET WITH ENCODING IN SPACE (LEFT) OR IN TIME (RIGHT)
Do :
i- Lok o Poi- T0O T1 T2 T3
; TO T1 T2 T3 T4
: Lo : DO | 1 0 1 0
D1 J— : Dojfo o 0 1 1
s T - o D1| O 1] 0 0
: D o ; : b Lo 1 DIjo0 1 0 0 o0
. : : : 21
D2 . D2i1 0 0 1 0
; T . LT p3fo o 0 1
- : D3| 0 1 0 1 0
D3 ﬂ ‘ : inv | 0 1 0 0
inv 5 . I
* o o TABLE VII
e B e S R R FOUR-WORD PACKET WITH ENCODING IN BOTH SPACE AND TIME
G (b) (© (d)
) ) ) o TO T1 T2 T3 T4 T0O T1 T2 T3 T4
Fig. 8. Packet of four 4-bit words: (a) with transition signaling, (b) encoded
in space, (c) encoded in time, and (d) encoded in both space and time. Dey1 0 1 0 0 boro 0o 0 0 1
D1] 0O 0 0 0 0 D1] 0 1 0 1 0
b2 0 0 1 0 1 D2} 1 0 0 0 0
TABLE V
Four-WoRD PackeT OVER A 4-BIT Bus D3| 0 0 0 1 0 h3 0 1 0 0 0
inv | 0 1 0 0 0 inv | 0 0 0 1 0
TO T1 T2 713
DO 1 1 1 0
DIL| 0 1 0 0 o ) )
b2l 1 o o 1 Because of an exponential increase in the required number of
pslo 1 o 1 redundant bits, one-hot encodings for lareare probably

practical only with time redundancy and only if the extra
transfer time is acceptable.

each bus-line. If the number of 1's for a bus-line is greatéx. Coding in Both Space and Time

than K, /2 = 2, then thek, = 4 bits on that line will be |t hower needs to be further reduced, redundancy in both
inverted and this inversion will be signaled by a "1" in anspace and time can be used. Encoding in two-dimensions is
extra fifth transfer cycle. Otherwise, ti#€; = 4 bits will be 5 two-step process, and there is a choice whether to apply
transmitted as they are and the extra fifth bit will be “0.” Theaqundancy first column-wise (in space) and then row-wise (in
computation of the redundant bit needs to be done for eacht@he), or vice-versa, with the same average power reduction
the K, bus-lines, in series or in parallel. being obtained in both cases.

By simple probabilistic reasoning it can be shown that with 1) Example: For the previous example the number of 1's
the same amount of redundancy, time encodings will have t8gn be reduced to six with two-dimensional coding as can be
same average power savings as the equivalent space encodigi@sa in Table VII. Column-wise encoding (in space) is done

2) Example: Transmitting the four-word packet in Table Vfirst in the table on the left, row-wise encoding (in time) is done
takes four cycles and generates eight transitions over a fofifst in the table on the right. The waveforms corresponding
line bus with transition signaling. Fig. 8(a) shows the correp the case where encoding is done column-wise first can be
sponding waveforms, where it is assumed that the 4-bit worééen in Fig. 8(d). Transition signaling is also used in this case.
are arranged in columns and are transferred from left to I’ight.A|though the average power reduction is the same whether
With redundancy in space or time (Bus-Invert with transitiothe two-dimensional encoding is done first in space or in time,
signaling) the number of 1’s (hence transitions) is reduced fige same is not true about the peak power and simultaneous
seven at the expense of an extra bus line or an extra transfgitching noise. In the previous section we saw that encoding
cycle, as shown in Table VI. The waveforms for the encodirig time (as opposed to encoding in space) can still lead to
in space are shown in Fig. 8(b), and for encoding in time ransitions on all bus lines, hence, in order to reduce the peak
Fig. 8(c). Transition signaling is used in both cases. power and simultaneous switching noise, the encoding should

Unfortunately, when encoding in time, it is still possiblébe done first in time and then in space (in this way we can
to have all bus lines switching simultaneously, hence sualiake sure that the maximum number of transitions will be
encodings do not improve peak power and simultaneodstermined by the encoding in space).
switching noise and this is a great disadvantage of timeTable VIII shows all the codewords of the smallest possible
encodings compared to space encodings (for which even th&-dimensional low-power code, with column-wise encoding
simplest encoding, Bus-Invert, reduces the peak power foflowed by row-wise encoding. A code with the same param-
50%). Ultimately, choosing the use of space or time encodimgers, but with row-wise encoding followed by column-wise
lies with the designer since the techniques are similar but teecoding, is shown in Fig. IX. There are 16 such codewords,
trade-offs involve either extra bus lines or extra transfer cyclemne for each of the Z 2 possible patterns of 1's and 0's.
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TABLE VIII TABLE X
Two-DIMENSIONAL CODE WITH FOUR INFORMATION BITS AND FOUR CoDE BITS TwoO-DIMENSIONAL CODE WITH FOUR INFORMATION BITS AND FIvE CoDE BiTs
00 00 00 00 000 000 000 000
0D0=000]20=1001|01=010]11=001 00=0001]10=1001{01=010]11=001
00 000100 000 |00 000|000 000 00 00000 0001/ 00 00000 000
00 10 00 10 000 100 000 100
00=000]10=000{01=>010]|11=2010 00=000|10=000/{01=0101]11=20T10
10 10010 000 |10 100} 10 000 10 100 |10 00010 1 0|10 000
00 0 0 01 01 000 000 010 010
00=>000]|10=100]|01=0001]11=100 00=000|10=1001]01=>0001]11=>100
01 010! 01 01 0|01 000 1|01 000 01 001001 010101 000 |01 000
00 10 01 11 000 100 010 00 1
00=>000|10=000]01=000]11=2000 00=>000|10=0001]01=0001/]11=2000
[ 00 1|11 01011 100 |11 000 11 001 |11 01011 100 |11 000
TABLE IX TABLE XI
ANOTHER TWO-DIMENSIONAL CODE WITH FOUR ANOTHER TWO-DIMENSIONAL CODE WITH FOUR
INFORMATION BITs AND FOUR CoDE BITS INFORMATION BiTs AND Five CobDE BiTs
00 00 00 ' 000 000 000 000
0 0=>000]10=100]01=>010]11=001 00=0001{220=>100}01=010|11=001
00 000100 000 |00 000100 000 00 000|000 00000 000 {00 000
00 10 00 00 000 100 000 000
00=>000]10=0001]01=0101]11=>00:1 00=0001|]10=000]01=010]1T1=2001
10010 0001710 100 |10 100 10 10010 000 |10 10010 100
00 00 01 00 000 000 010 000
00=000|10=100]01=0001]11=001 00=>000|10=100|01=0001]11=2001
01 01001 010|001 000 |01 010 01 01001 01001 000 01 010
Y 00 00 00 000 000 000 00 1
00=000|10=100]01=0101]11=2001 00=0001{10=100]01=010]|11=>00200
11 00 1|11 001 |11 001 |11 00 1 11 001 |11 001 |11 001 |11 000

Two bits of redundancy are used in space and two in time. activity, one transition per cycle), and offer another
The average switching activity is reduced by 31%, which is  practical design alternative.
better than the<25% for one-dimensional (1-D) Bus-Invert.
Table X shows another 2-D code which is an extensi0é1
of the code in Table VIII. There is an extra ninth bit which™
encodes in time the space codebits. A similar extension of thelhe techniques used for computing the code bits in space
code in Table IX is shown in Table XI, this time the extr@nd time are similar, which means the circuits can also
ninth bit encodes in space the time codebits. The averde@ similar. A key element is the efficient implementation
power dissipation for these 9-bit 2-D codes is reduced 1§ a majority voter, and this can be done in a digital or
34%, slightly better compared to the smallest two-dimensior@nalog fashion [33]. For time redundancy there are also issues
codes. related to accessing the entire data packet while encoding and
A useful application of such two-dimensional encodings igecoding. For encoding, the entire packet must be stored and

the generation of nevone-dimensionatodes by projecting accessed, but decoding can be done on the fly if the extra code
bits are transmitted before the data bits.

1) Example: The block diagram of an encoder for the
horizontally will lead to the one-dimensional arrgy & ¢ d]).  two-dimensional code in Table XI (time followed by space
For example, by unrolling the 2-D codes in Tables VIII oencoding) is shown in Fig. 9. Since there are only two infor-
IX, we can obtain 1-Dsemiperfec®-limited-weight codes of mation bits the majority voter in this case is only an AND
length 8. Similarly, by unrolling the codes in Tables X or Xlgate. For this example it was chosen to transmit the redundant
the codes obtained are semiperfect 2-LW codes of length#: before the information bits. Encoding in time (row-wise)

Implementation of Coding in Space and Time

(unrolling) the 2-D code in 1-D (projecting a 2-D arrfly 2]

This is an important result for several reasons: is followed by encoding in space (column-wise) and then
« the algorithmic generation of codes for low-power iby transition signaling. Shift registers with parallel and T
intrinsically hard in the general case and inputs are used for time encoding afidegisters are also used

¢ such unrolled 2-D codes provide a compromise betweéor transition signaling. There will be at most two transitions
the two extremes of Bus-Invert (minimum redundancyor each four bits of information (nine codebits transmitted). It
one extra line) and one-hot encoding (minimum transitiotan be seen that, although conceptually similar, time encoding
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Fig. 9. Two-dimensional encoding in both space and time. TABLE XlI
RLL(2,7) CopE
is more expensive in this case than space encoding because it Data | Code
needs to access the entire data packet at once. 10 | 0100
11 1000
C. Modulation in Time 000 | 000100
Until now, when we addressed redundancy in time we 010 | 100100
implicitly assumed that the time domain has exactly the same 011 | 001000
“integer” restrictions as the space domain but this need not be 0010 | 00100100
the case. While the number of bus lines must always be an
0011 | 00001000

integer, time is continuous and we can use the extra freedom
for building more efficient low-power codes.
To understand how this can be done we must analyze #maller number of transitions than the RLL(2,7), unfortunately
lower bounds on timing values on a bus line. A first bouniinplementing such codes becomes very complex.
has to do with the minimum possible widffi;, for a pulse Phase modulation [21], as shown in Fig. 10, is a straight-
on the bus. This minimum width is determined by minimurforward nonoptimal RLL code, withl = (Ti,in/AT) — 1
rise and fall times and by intersymbol interference. Anothend & = d + 2 - (p — 1), which encodes several bits of
bound is given by the minimum spacin§T’ with which the data in the position of a transition. Although inefficient from
exact position in time of a transition can be determined. Thike information theory point of view, phase modulation is
resolution depends on the amount of noise and jitter on the betatively easy to implement for large valuesdondk, hence
and is very much implementation dependent. Until now it waks can be very useful as a low-power encoding. In such a
implicitly assumed that the two bounds are the same and egselheme one cycle equals + p)AT and there is exactly one
to the “bus cycle”, but in most cases the resolutidf® can transition in thep part of the cycle such that the minimum
be made much smaller than the minimum pulse width,, pulse width is7:,;,. Since each transition can have onepof
(see Fig. 10). This means that we can usegbsitionin time different positions we can transmlibg, p bits per transition,
of a transition for encoding several bits per transition [21&nd, if p is large, there is a potential for important power
By considering a “virtual” cycle equal t&AT and T,;, as a reductions.
multiple of AT, then in terms of transition signaling the lower From the low-power coding point of view (see Section II-
bounds translate into the necessity of having a certain numiir phase modulation can be viewed as one-hot encoding
of O's between any two consecutive 1's (the number of Ols time, with transition signaling, with the constraint on
will determine T;,,;,). Similar constraints appear naturally inly,:, which requiresd extra 0’s in-between any two one-hot
magnetic recording devices and the coding community hasdewords.
developed the class of run-length limited (RLL) codes for 2) Example: As shown in Fig. 10, if/},;, = 10- AT there
improving the code efficiency whedT < T,,;,. A RLL(d, k) will be a string ofd = 9 extra 0's between each pair of
code has at leagtand at most: 0's between any two 1's [29]. codewords. In this example each transition can have any one
1) Example: For T,,;, = 3 - AT the very popular variable- of five possible positions, hendeg, 5 bits can be transmitted
length RLL(2,7) code, given in Table XII, can be used. Witper transition.
the RLL(2,7) the average number of transitions is only slightly For everylog, p transmitted bits we have to transnt+p)
reduced over the unencoded case, but for a giligp,, the A7 periods, hence the phase modulatmade rateg[29] will be
transfer time is reduced by 50% (hence the energy-delay log, p
product, or action, is also reduced by 50%). rate = dtp ®3)

More impressive results in low power can be obtained b

observing that for a TTL type interface the typical valueg’(enerallyfmi’f1 andAT are give_n, hence is also gi\_/er_1, which
are Top ~ 5 — 10 ns andAT ~ 0.3 — 1.0 ns [21]. This M€ans that the only variable js The rate is maximized at a

theoretically enables the use of RLL codes with large vaIU(\{glluePOPt obtained by differentiating (3)
for d and £ (e.g., d = 16) which would generate much Popt * (11 210gy popt — 1) = d. 4
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TABLE Xl
SAVINGS IN TRANSITION ACTIVITY FOR PHASE MODULATION AT popt FOR OPTIMAL CODE RATE

d 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Popt | 4 4 5 6 6 7 7 8 8 9 9 10 10 10 11 11

rate | 2 2 23 26 26 28 28 3 3 32 32 33 33 33 35 35
sav. | 0% 0% 14% 23% 23% 29% 29% 33% 33% 3™% 37% 40% 40% 40% 42% 42%

p_opt

10

. . R . . " a
/ 2.5 5 7.5 10 12.5 15

Fig. 11. Growth ofp,ps With d for phase modulation.

60

TABLE XIV Fig. 12.
SAVINGS IN TRANSITION ACTIVITY FOR PHASE
MODULATION AT popt AS d INCREASES

Variation of transmission rate withandp for phase modulation.

d 4 8 16 32 64 128 256
Popt 6 8 11 17 28 45 77
rate | 2.6 3 356 41 48 55 6.3
sav. | 23% 33% 42% 51% 58% 64% 68%

\y

Vmin

Table XIIl shows the values op,,; (rounded to nearest
integer) for different values of, as well as the rate (number Tmin AT
of bits per transition) and the average savings in the numieg 13
of 1/O transitions. Fig. 11 shows the growth pf,; with d.
Although very large values af are not practical anyhow, it is ) )
interesting to note that the growth pf,, with d is less than N this way the optimalpi,,, values are larger and there
linear, hence the power savings are diminishing @screases ¢an be better savings in transition activity (_up to 58% savings
to large numbers, which can be also seen in Table XIv. atd = 16 for p,, = 26) as can be seen in Table XV. The
Extra power savings can be obtained by realizing that f§Auation which determings.,, for minimum energy-delay is
low power we may use a somewhat larger value thgn. ] ) oy o,
In (4), popt Was computed for optimal data rate (or minimum Plow - (In2logy prow — 2) =2 - d. (6)
transfer time for a given packet) but for low power we arghe tradeoff is that the implementation of real circuits for large
more interested in minimizing the number of transitions thapalues ofp will be more difficult.
in optimizing the transfer rate. Another argument is given by
Fig. 12 which shows the code rate as a functioniand p.
As can be seen the code rate has a very shallow pepk,at . . i
hence we can safely choose a larger valuepfaithout much As in the case ofspace and tw_ne we can algo define
penalty in code rate. 2-D codgs that use modullat|on r_mnphtude and tlme By
We can quantify this choice by using as a measure of lofiedulating the signal amplitude with- .y, levels distanced
power efficiency theenergy-delay productf the number of 2V apart, in each cycle we can transnig, pyor Dits in
transitions in a packet-1/log, p, and the transfer time for addltl_o_n to thelog, piime Dits transmitted in time with each
the packet~1/rate. The optimalpy, for low power will ~transition. _ _ _
minimize [compare to (3)] _ 1) Example: Fig. 13 shows such a two—dlmens!onal _enc_od-
ing with pijme = 5 and p,o; = 5 that can transmit 5 bits in
TP ) (5) amplitude and 5 bits in time for a total of 10 bits per transition
(log, p)? and savings of 80% in switching activity.

Modulation in both voltage and time.

D. Modulation in Both Amplitude and Time

energy- delay~
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TABLE XV
SAVINGS IN TRANSITION ACTIVITY AT Plow FOR OPTIMAL ENERGY-DELAY PRODUCT
d 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Plow 9 11 12 13 15 16 17 18 19 20 21 22 23 24 25 26
rate | 3.2 35 36 3.7 39 4 41 42 42 43 44 45 45 46 46 4.7
sav. | 37% 42% 44% 46% 49% 50% 51% 52% 53% 54% 54% 55% 56% 56% 57% 58%

There are many possible implementations for a phase mod»
ulation scheme and the one in [21] is very convenient. For
encoding and decoding it uses a PLL with(@a+ d)-stage
ring oscillator which can generate the necessary phases < including low-power coding methods in the specifications
and guarantees the minimu#zeros between two transitions. of standard buses.

Other schemes which further improve coding efficiency and The most important aspect in the future will be to apply the
reduce implementation complexity have been also proposg-power methods described here to more practical circuits,
[42]. We believe that phase modulation is practical, improvegpefully with the cooperation of interested chip designers

extending low-power coding methods to different data
models (e.g., Gaussian distribution),
implementing low-power codes in real applications, and

coding efficiency and is suitable for low-power applicationsgnd manufacturers.
Unfortunately, amplitude modulation does not seem to be
a power efficient option because very low-power analog-to-
digital (A/D) and digital-to-analog (D/A) converters are not
feasible yet’ hence 2-D codes in amp”tude and time will The authors would like to thank Profs. I. Koren, P. Menon,

probably remain just a theoretical possibility for the neznd R. Moll from the University of Massachusetts, Amherst,

future.
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IV. CONCLUSION

In this paper, we have attempted to present a unified

framework for low-power communication on global buses.
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